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ABSTRACT: Ionic liquids with intermediate nonpolar
cationic side-chain lengths are known to have nanoscale
spatial heterogeneities with nonpolar tail domains separated by
a continuous polar network. In this work, we use coarse-
grained molecular dynamics simulations to show that, when
the nonpolar cationic side chain is sufficiently long, due to the
stronger van der Waals interactions between the side chains,
the structure of ionic liquids goes through a transition from
spatially heterogeneous to liquid crystalline-like. For XMIm+/
NO3

− ionic liquids, change occurs when the number of carbon
groups on the cationic side chain varies from 14 to 16. In the
liquid crystal-like phase, the cationic side chains tend to be
parallel to each other, while the cationic head groups and anions, although being mostly layered perpendicularly to the direction
along the side chains, still form a continuous polar network.

1. INTRODUCTION

Because of their unique features, that is being both ionic and
organic, ionic liquids have perspective wide applications in
many areas, including solar cell,1,2 optoelectronic device,3 and
organized reaction media.4 Several years ago, molecular
dynamics (MD) simulations5−7 discovered the spatially
heterogeneous structure in room-temperature ionic liquids
(ILs) whose nonpolar cationic side chains usually contain less
than 14 carbon groups. In this microscopic picture, the charged
cationic head groups and the anions form a continuous polar
network, while the alkyl side chains are pushed by the polar
network to aggregate and form separated nonpolar tail
domains. Many experimental results (see, e.g., refs 8−12)
suggest that ILs with intermediate nonpolar side-chain lengths
may really have this nanoscale spatial heterogeneity. At the
same time, many other experiments4,13,14 indicated that liquid
crystal (LC) phases exist for ILs with long side chains. As
expected for long chain amphiphilic molecules, because of
microsegregation effects the LC phases formed are layered, thus
of smectic (Sm) type.15,16 Several different smectic phases have
been observed in ILCs: SmA,17 SmB,18 SmC,19 SmE,20 and
SmT.20 In particular, 1-alkyl-3-methylimidazolium nitrates have
been found to have a bilayered smectic A phase.4,21 The
remaining question is, around room temperature, what the
mechanism is for ILs to change from spatially heterogeneous
liquid to liquid crystalline structures when the alkyl side-chain
length increases.
Because of many experimental difficulties, currently com-

puter simulations might be the only possible way to explore the
answer for the above question. However, the all-atom molecular

simulations with current computer power are still not capable
of investigating those difficult problems because of the large
spatial scale required by the lengthiness of the ionic liquid
crystal (ILC) molecules and the long temporal scale required
by the high viscosity of ILCs. For example, in ref 22,
[C8Mim][C8SO3] was investigated by atomistic MD simu-
lations and only the incipient formation of layers resembling
the experimentally observed smectic A phase was observed.
Recently, Voth et al. developed the effective force coarse-
graining (EF-CG) methodology23 and applied it to developing
a transferable CG model for the XMIm+/NO3

− ILs.24 The
advantage of MD simulations utilizing the EF-CG model is not
only the greatly reduced spatial degrees of freedom, but also the
accelerated dynamics. By employing this EF-CG model, one of
us performed CG MD simulations for the ILC 1-methyl-3-
hexadecylimidazolium nitrate, C16MIm+/NO3

−.25 However, it
still remains an unsolved and very important issue how the
lengthening of the alkyl chain drives the appearance and
stabilization of an ionic smectic phase.
In this work, we perform the CG MD simulations for the

XMIm+/NO3
− ILs with various side-chain lengths ranging from

6 to 22 carbon groups by employing the transferable EF-CG
model24 to study how the ILs change from the spatially
heterogeneous structure to liquid crystalline-like with increasing
cationic side-chain length. It should be mentioned that
transferability of coarse-grained potential into different phases
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is not granted even if the selected model is transferable with
temperature.26 However, the previous MD investigation25

ensures that the EF-CG model potential exhibits a smectic
phase. Our simulation results suggest that, in the ILC-like
phase, the cationic side chains tend to parallel to each other,
while the charged cationic head groups and the anions, like in
the spatially heterogeneous phase, still form a continuous polar
network, despite the fact that the charge density distribution is
layered. A sharp decrease of the spatial heterogeneity of the tail
groups is found when the number of side-chain carbon groups
changes from 14 to 16, in qualitative agreement with
experimental observations,4,13,14,21,27 indicating that, when the
side chain is adequately long, the cationic nonpolar tails do not
aggregate to form separated tail domains, but instead line up to
generate liquid crystalline-like layers.

2. SIMULATION METHODS
By utilizing the transferable EF-CG model which can
satisfactorily rebuild the structural properties,24 CG MD
simulations were performed for CnMIm+/NO3

− with n = 6,
8,..., 22 to obtain their equilibrium structures at the temperature
T = 400 K. As shown in Figure 1, the EF-CG strategy groups

the imidazolium ring into a single CG site A, the anion site D,
the single methyl group site B, the terminal methyl group site E,
the charged methylene groups connected to the imidazolium
ring sites M1, M2, M3, and M4, ordered from the cationic ring
to the terminal of the side chain, and all charge-neutral
methylene groups on the side chain sites C. The studied IL
systems only differ from the number of sites C on their cationic
side chains, and share the same transferable EF-CG force field
at the CG level. Details of the EF-CG model can be found in ref
24.
The initial configurations for the IL systems were generated

as follows. For each type of IL, the all-atom configuration of a
single cation was drawn with GaussView,28 which was
converted to the CG representation. The CG configuration
of the cation, along with site D (anion), was then duplicated
512 times and uniformly located on the lattice positions in an
adequately large simulation box. The constructed initial
configurations then went through a simulated annealing29

procedure with the DL_POLY 2 MD simulation package30 by
the following steps: (1) with the pressure P = 20 atm and T =
400 K, the initial configurations went through a constant NPT
MD simulation for 106 steps to suppress the system volume;
(2) a constant NPT MD simulation for 106 steps with P = 1
atm and T = 400 K was followed for equilibration and another
subsequent 106 steps were simulated to sample the average size
of the simulation box; (3) with the simulation size fixed at the
value determined by the previous step, the system temperature

was increased to T = 2000 K to perform a constant NVT MD
simulation for 200 ps, and then sequentially decreased to 1500,
1000, 700, 500, and 400 K with the simulation durations of 300
ps, 500 ps, 1 ns, 2 ns, and 20 ns, respectively; (4) a 10-ns
constant NVT MD simulation at T = 400 K was followed to
collect data with a sampling interval of 1000 steps. In all the
above MD simulations, the time step was set to be 4 fs. The
simulated annealing procedure allows the system to relax
adequately and converge with a very large probability to the
global minimum structure, subject to the limitation of
simulation time, system size, and simulation box shape. In all
the simulations, the temperature and pressure were kept
constant using the Nose−́Hoover thermostat31 and the Hoover
barostat,32 respectively. The cutoff distances for the electro-
static and van der Waals (VDW) interactions were set to be 14
Å and the Ewald summation was used to treat the electrostatic
interactions. It should be noted that the cubic simulation box
shape might not be suitable for simulating a liquid crystal phase,
which is structurally anisotropic. Here we still employ a cubic
one because we want to make a direct comparison with the
previously simulated spatial heterogeneity phase, which has
been done with a cubic simulation box.5,6,33 As shown by our
simulation results reported below, the ILC domains still form
with the cubic simulation box regardless of the distortion
induced by the box shape. In this way, we may see more clearly
the structural transition and what is the mechanism driving the
growth of the smectic layers from the spatially heterogeneous
phase as the chain length increases, rather than the detailed
structure of ILC itself.

3. RESULTS AND DISCUSSION
From now on, we use Cn to denote the CnMIm+/NO3

− IL
system, and head refers to CG site A, anion refers to CG site D,
tail refers to CG site E, polar groups refers to CG sites A and D,
and nonpolar groups refers to the uncharged carbon groups on
side chains. Two randomly chosen snapshots of equilibrated
C10 and C22, respectively, are shown in Figure 2. It can be
clearly seen that C10 forms nonpolar tail domains separated by
the continuous polar network, while C22 has the side chains
lined up along the Z direction to form a smectic phase, but the
bundles of side chains slightly tilt in different ways. Although
the polar groups are more layered in C22 than in C10 due to the
lineup of the side chains, as seen in Figure 2, because of strong
attractive electrostatic interactions, they still form a continuous
polar network. The difference is that, for C22, most polar groups
are inside layered planes, so only a few polar groups are in
between to bridge the polar groups in layer.
The heterogeneity order parameter (HOP)33 was calculated

for different IL systems to quantify the structural change from
the spatially heterogeneous structure to the liquid crystalline
structure. The HOP is defined as
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where rij is the modulus of the vector connecting sites i and j,
corrected for periodic boundary conditions, and σ = L/Ns

1/3

with L the side length of the cubic simulation box and Ns the
total number of sites. Because a shorter distance between two
sites has a larger weight, the HOP value is larger when more
sites are closer in space.
From Figure 3a we can see that the HOP of tail groups

increases from C6 to C14. Because the increased number of

Figure 1. (a) Atomistic molecular structure and (b) coarse-grained
model of CnMIm+/NO3

−.
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carbon groups requires more space, the alkyl side chains
aggregate more tightly with increasing side-chain length.
Correspondingly, the polar groups are pushed by the nonpolar
groups to pack more closely, resulting in the increase of their
HOP values. On the other hand, for C16 to C22, the VDW
interactions between side chains are so strong that the lineup of
nonpolar side chains becomes energetically preferable over tail
aggregation, leading to an ILC-like structure. Because in the
ILC-like structure, the terminal groups of the side chains
distribute roughly uniformly in various layers, the HOP of tail

groups decreases drastically from C14 to C16. In the ILC region,
the side chains elongate along the Z axis and has less effect on
the compactness of the polar groups, thus their HOP values
only increase very slowly. The HOP values for the tail groups
clearly show that the IL systems of C6 to C14 belong to the
spatially heterogeneous region, while those of C16 to C22 belong
to the ILC region.
This change in the structural arrangement of the alkyl chains

occurring at C14 is in remarkable agreement with the
experimental observation that smectic phases in alkylimidazo-
lium nitrates can only be formed for alkyl chain lengths at least
of C14.

21 Therefore, the interaction between the alkyl chains
play a fundamental role in determining the type of ionic phase
formed.
To verify that the nonpolar side chains are indeed parallel to

their neighbors, we defined and calculated the orientation
correlation function (OCF) for side chains. For each cation, the
orientation of the side chain is represented by the orientation of
the vector pointing from site A to site E. The OCF is defined as
the ensemble-averaged correlation between the orientations of
two side chains as a function of the distance between the center
of mass of cations:

δ= ⟨ ̂ ⃗ · ̂ ⃗ − · ⃗ − ⃗ + ⃗ ⟩C r u r u r r r r( ) [3( ( ) ( )) 1] ( )/2i j i j
2

(2)

where u ̂(ri⃗) is the unit vector pointing from site A to site E of
cation i that located at position ri⃗. As seen from Figure 3b, the
OCFs for various IL systems all reach their maximal values at
around 4.8 Å, which is roughly the distance between two
cationic side chains. Therefore, the maximal value of the OCF
represents the orientation correlation between the side chains
of the two nearest cations. In the range of the spatially
heterogeneous structure from C6 to C14, the maximal value of
the OCF increases with the side-chain length because of the
increased degree of aggregation. Once the structure is
transformed to ILC-like (C16 to C22), the correlation between
the nearest cations is close to 1 and does not change much,
since the side chains are now parallel to each other. With
increasing distance, the OCF values for C6 to C14 gradually
decrease to zero, because in the tail-aggregation structure, the
side chains do not have long-range correlations. In contrast, the
OCF values for C16 to C22 gradually decrease to a finite value,
indicating that the ILC-like structure does have a long-range
order for side chains. On the other hand, the decrease of the
correlation with distance indicates that the side chains are not
perfectly parallel to each other as in an ideal smectic liquid
crystal structure, which can be partly ascribed to the presence of
different smectic-like domains in the simulation box.
The radial distribution functions (RDFs) were calculated to

further quantify the structural properties of ILs. As shown in

Figure 2. Random snapshots of C10 (left column) and C22 (right
column). Key: first row, all CG sites; second row, polar groups (CG
sites A and D) only; third row, nonpolar groups (CG sites C and E)
only. The coloring scheme is as follows: CG sites A, yellow; CG sites
B, M1, M2, M3, and M4, blue; CG sites C, cyan; CG sites D, red; CG
sites E, white.

Figure 3. (a) Heterogeneity order parameters for CG sites A (head), D (anion), and E (tail). (b) Orientation correlation functions for side chains.
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Figure 4a, consistent with the HOP values for the tail groups,
the first peak of the tail−tail RDF increases quickly from C6 to
C14, then drops down significantly at C16, and increases again
slowly from C16 to C22. Because the side chains are layered in
the ILC region, the tail−tail RDFs for C16 to C22 have more
peaks than those for C6 to C14. Also consistent with the HOP
values, the first peaks of the RDFs between polar groups
increase roughly monotonically from C6 to C22, attributed to
the increased volume exclusion of the side chains. For C16−C22,
a peak appears at 5 Å in the head−head RDFs and grows as the
length of side chain increases because in the ILC phase, the side
chains are bundled together and the head groups tend to stay
close with each other in the same layer. It should be noted that
the details of our head−head RDFs might differ from all-atom
ones since in our CG scheme, the whole planar head ring has
been coarse-grained as a single CG site. Nevertheless, we
believe the qualitative conclusions based on the CG head−head
RDFs are still valid.
To see the layering of the polar groups more clearly, we

calculated the positive and negative charge densities along the Z
direction, which turns out to be the direction where most of the
smectic domains align; the results are plotted in Figure 5. The
charge distributions are uniform along the X and Y directions
for all systems (data not shown). Along the Z direction, the
charges are almost uniformly distributed for C6, slightly layered
for C8 to C14, and significantly layered into two layers for C16 to
C22. Because the positively and negatively charged atomic
groups mostly stay close to each other due to strong

electrostatic interactions, their charge distributions are almost
identical for all the IL systems.
To verify that the structural transition is indeed invoked by

the increment of the VDW attractions, the VDW and
electrostatic potential energy values for all IL systems have
been calculated and are listed in Table 1. With increasing alkyl

side-chain length, the attractive VDW potential energy
increases very quickly due to the increased number of nonpolar
carbon groups on side chains, while the electrostatic energy
does not vary much. Moreover, comparing the VDW energy
differences (ΔEVDW) between adjacent chain length systems,
we found that ΔEVDW remains around −63 eV for C8, C10, and
C12, and decreases to −81.2 eV for C14, and then further

Figure 4. Radial distribution functions of tail−tail (a), head−head (b), anion−anion (c), and head−anion (d).

Figure 5. Charge layering of (a) positive and (b) negative charges along the Z direction, in which the side chains line up.

Table 1. Electrostatic and VDW Potential Energies as a
Function of Alkyl Chain Lengtha

chain length EVDW ΔEVDW Eelec

6 −135.0 ± 4.1 0.0 −2335.6 ± 3.5
8 −199.8 ± 4.4 −64.8 −2330.3 ± 3.9
10 −261.7 ± 4.5 −61.9 −2333.2 ± 3.8
12 −323.6 ± 4.6 −61.9 −2347.1 ± 3.8
14 −404.8 ± 5.6 −81.2 −2350.7 ± 3.9
16 −503.1 ± 4.9 −98.3 −2340.1 ± 3.6
18 −603.0 ± 4.7 −99.9 −2335.1 ± 3.9
20 −676.0 ± 4.7 −73.0 −2342.6 ± 3.7
22 −756.2 ± 4.8 −80.2 −2337.4 ± 3.8

aEnergies are in eV.
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decreases to about −99 eV for C16 and C18. ΔEVDW slightly
increases for C20 and C22, possibly due to the deviation from a
perfect smectic A phase as a result of employing the cubic
simulation box. Since the alignment of side chains favors a
decrease of ΔEVDW, this trend again implies a structural
transition when the chain length increases: in the spatially
heterogeneous phase, ΔEVDW keeps a high value because the
side chains aggregate disorderly, and it gradually decreases in
the ILC phase due to the alignment of side chains. Thus, the
jump in ΔEVDW cannot be attributed simply to the increased
chain length, rather to a different structural arrangement and it
is noteworthy that it occurs around C14, consistent with the
change of OCF (See Figure 3b), therefore confirming that this
mechanism is a key feature driving the formation of the ionic
mesophase. Therefore, we believe the increasing attractive
VDW interactions drive the alkyl side chains to be parallel to
each other and thus induce the structural transition from
spatially heterogeneous to ILC-like.

4. CONCLUSIONS
In conclusion, by increasing the alkyl cationic side-chain length
in our CG MD simulations, we observed a transition from the
known spatially heterogeneous structure to an ILC-like
structure due to the increased VDW interactions between
cationic side chains. Coincident with the experimental
observations,4 the ILC-like structure obtained by our simulation
is close to smectic A, since the layers formed by the side chains
are roughly perpendicular to the direction in which the side
chains are parallel to each other, which is also supported by the
layering of the charges along the same direction. Although
layered, due to strong electrostatic interactions, the polar
groups still form a continuous polar network.
From the energetic point of view, the transition from the

spatially heterogeneous structure to the ILC-like structure
results from the competition between the electrostatic
interactions between polar groups and the VDW interactions
between side chains. For the C2 system, since the electrostatic
interactions dominate and the VDW interactions between side
chains are relatively small, only very weak instantaneous spatial
heterogeneity was observed in MD simulation.34,35 For C6 to
C14, the collective VDW interactions between side chains are
stronger, but still weaker than the electrostatic interactions
between polar groups. Consequently, the polar groups form a
continuous polar network and push the nonpolar side chains to
aggregate and form separated tail domains.36 For C16 to C22,
the VDW interactions between side chains are competitive to
the electrostatic interactions between polar groups, so the side
chains have to arrange in order by paralleling to each other to
lower the total free energy. Nevertheless, although forced to be
layered by the ordering of the side chains, the polar groups still
have relatively strong electrostatic interactions to form a
continuous polar network. We expect that, when the cationic
nonpolar side chains are extraordinarily long, the VDW
interactions between side chains dominate and the polar
groups can no longer form a global continuous polar network.
Consequently, the IL systems are more like charged polymers
and form a regular smectic-A phase. MD simulations with a
much larger size are required to verify our prediction of the
regular smectic-A phase.
The analysis of dynamic properties, which is missing in our

current work, would certainly provide more information about
the transition from spatially heterogeneous to liquid crystalline-
like. However, since the EF-CG method has been designed to

rebuild satisfactory structural properties rather than dynamic
properties, it is difficult to analyze the dynamic properties based
on our current CG MD simulations, and the investigation of
the dynamics properties for ILC will be the subject of our
future work.
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