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A. Vibrational density of state 

The vibrational density of state (VDOS) can be calculated from the Fourier transform of  

velocity time autocorrelation by
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where m is the mass, kB is the Boltzmann constant, ( )iv t  is the velocity of atom type i at time t, 

and the angular brackets denote an average over time and all molecules (ions). All of the spectra 

are normalized by the area in the low-frequency region, 

 norm ( ) ( ) ( )dI I I      (2) 

where ( )I   is the frequency-dependent intensity and norm ( )I   represents the area-normalized 

intensity. 

The calculated VDOS was compared with optical heterodyne-detected Raman-induced Kerr 

effect spectroscopy (OHD-RIKES) at low frequencies, as shown in Figure S1. The OHD-RIKES 

of [BMIM][BF4],
2
 [BMIM][PF6],

3
 [BMIM][NTf2],

3 DMSO,
4
 and toluene

5
 were obtained from 

experiments. The OHD-RIKES spectra of molten NaCl and [BMIM][NO3] are not available in 

the literature. It can be seen that the calculated VDOSs are able to capture the main features of 

the experimental OHD-RIKES. Since the VDOS is weighted by mass, whereas the OHD-RIKES 

signal is weighted by atom polarization,
6
 the calculated peak heights differ from the experimental 

spectra. 



 

Figure S1. Vibrational density of states and optical heterodyne-detected Raman-induced Kerr effect 

spectroscopy at low frequencies for molten (a) NaCl, (b) [BMIM][NO3], (c) [BMIM][BF4], (d) [BMIM][PF6], (e) 

[BMIM][NTf2], (f) DMSO, and (g) toluene. 



B. Ion pair and ion cage 

In Figure S2, we plot the distributions of the distance between cation and anion in an ion 

pair in the gas phase, in an ion pair in the liquid state, and in an ion cage in IL [BMIM][BF4], 

respectively. The ion-pair distance in the gas phase was determined by the quantum chemical 

calculation, and the ion-pair distance in the liquid phase and ion cage were calculated from the 

molecular dynamics simulations. It can be seen that the most-probable distance between cation 

and anion is about 3.5 Å for a gas-phase ion pair, 4.3 Å for a liquid-state ion pair, and 4.8 Å for 

the ion cage. 

 

Figure S2. Distributions of the distance between cation and anion in IL [BMIM][BF4]. Arrow: gas-phase ion 

pair; black solid line: liquid-phase ion cage; red dash line: liquid-phase ion pair. Inset: schematic illustration of 

the liquid-phase ion pair and ion cage in ILs. 

 

C. Binding energy 

The binding energy of an ion pair in the gas phase has been widely studied by ab initio 

calculations for different ILs.
7, 8, 9, 10, 11, 12, 13, 14

 Due to the limitation of computer power, only an 

isolated ion pair or small ion clusters in the gas phase were investigated in those calculations. In 



the present work, following the methodology of Tsuzuki,
15

 we calculated the binding energy of a 

[BMIM][BF4] ion pair at the MP2/6-31G** level with the BSSE correction. A very high 

interaction energy of 353.07 kJ/mol was obtained, close to the DFT results of 341.14 kJ/mol 

reported by Fumino
16

 and 344.96 kJ/mol by Hunt.
17

 We also calculated the interaction energy 

using the same optimized geometry by the AMBER force field. The interaction energy with the 

reduced-charge model (0.807e) was 219.75 kJ/mol, much smaller than 340.85 kJ/mol with the 

original model (1.0e) developed by Wang et al..
18

 Even though Wang’s model reproduces the 

gas-phase binding energy well, it apparently underestimates the system dynamics in the liquid 

phase. In contrast, by considering the polarizability and charge transfer effects in the liquid phase, 

the reduced-charge model reproduces both structural and dynamical properties of ILs very well. 

19
 By using the reduced-charge model of [BMIM][BF4], the calculated cage energy of 162.8 

kJ/mol is 26% smaller than the gas-phase binding energy of 219.75 kJ/mol, which can be 

explained by the fact that  ILs have a local structure in the liquid phase different from in the gas 

phase, as shown in Fig. S2. 

 

D. Relation between cage energy and activation energy 

Cage energy, defined as the average potential energy between an ion and a counterion within 

its ion cage, describes the stability of a cage structure. It is related to the microscopic dynamics 

of the system: a lower cage energy makes the ions more difficult to escape from the cage and 

thus the dynamics becomes slower. From this point of view, the structure-based cage energy 

should somehow relate to the dynamics-based activation energy. According to the Arrhenius law, 

particles have to climb over an energy barrier to diffuse from one local minimum to another, and 



the activation energy is the average energy that a particle needs to climb over the energy barrier. 

This activation process is described by the Arrhenius equation,  0 a BexpX X E k T  , where X 

is a dynamic property, such as the diffusion coefficient, conductivity, or inverse of viscosity, X0 

is a constant, Ea is the activation energy, and kB is the Boltzmann constant. By applying the 

Arrhenius law to the experimental diffusion data, we have estimated the activation energies for 

the four liquids and list them in Table S1. Since ILs usually disobey the Arrhenius law at low 

temperatures, we estimated the activation energies of ILs within a narrow room temperature 

range. (Data for [BMIM][NO3] was not found.) It can be seen that, except molten NaCl, the 

liquid with a lower cage energy has a higher activation energy, because molecules have to 

overcome the cohesive cage energy to climb over the energy barrier. Moreover, dynamics in 

liquids is usually quite collective: proper rearrangement of nearby ions is required to allow a 

single diffusive motion. Besides the cage energy, ions in ILs have to diffuse by overcoming the 

strong steric hindrance induced by the large volume and asymmetric geometry of surrounding 

organic ions, which significantly increases the activation energy of ILs. Therefore, [BMIM][BF4] 

has an activation energy as high as molten NaCl, even though its cage energy is much lower than 

molten NaCl. 

Table S1 | Cage energy and activation energy. The activation energy for self-diffusion aE 
 was obtained by 

fitting the experimental data with the Arrhenius law. The unit is kJ/mol. 

 cageU  
aE 

 aE 
 

NaCl -453.7 32.9
a
 35.1

a
 

[BMIM][BF4] -162.8 32.5
b
 34.4

b
 

[BMIM][PF6] -238.4 37.6
b
 39.1

b
 

[BMIM][NTf2] -226.4 27.6
b
 28.7

b
 

DMSO -7.2 19.0
c
 

Toluene -4.5 10.6
d
 

aFitting the diffusion coefficient data in the temperature range of 1103.15 to 1263.15 K from Ref. 20. 



bFitting the diffusion coefficient data in the temperature range of 303 to 328 K from Ref. 21. 
cFitting the diffusion coefficient data in the temperature range of 273.0 to 320.0 K from Ref. 22. 
dFitting the diffusion coefficient data in the temperature range of 273.5 to 325.65 K from Ref. 23. 
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